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Abstract—The dummy rounds protection scheme, intended
to offer resistance against Side Channel Attacks to Feistel
and SP ciphers, has been introduced in earlier work. Its
experimental evaluation revealed weaknesses, most notably
in the first and last round. In this contribution, we show
that the situation can be greatly improved by controlling
the transition probabilities in the state space of the algo-
rithm. We derived necessary and sufficient conditions for
the round execution probabilities to be uniform and hence
the minimum possible. The optimum trajectories over the
state space are regular and easy to implement.

Index Terms—Hiding, Markov Chain, FPGA, DPA, hiding
in time, dummy rounds.

1. Introduction

In [1], we proposed a scheme to make hardware
implementations of Feistel Networks [2] and Substitution-
Permutation Networks [3] more resistant against Side
Channel Attacks (SCA) such as Differential Power Anal-
ysis (DPA) [4] [5]. The technique used, namely Dummy
Rounds appeared before in software implementation [6]
and in specialized cryptoprocessors [7]. It also has resem-
blances with some other software countermeasures, such
as Dummy Cycles [8], Random Order Execution [9], or
Shuffling [10].

The Dummy Rounds scheme employs the fact that the
cipher networks consists of similar rounds. It further as-
sumes that the implementing hardware can execute M > 1
rounds in a clock cycle.

In each clock cycle, all the M rounds are cascaded.
The controller chooses a random number µ,m ≤ µ ≤M ,
where the minimum m is another architectural constant.
The result of the first µ rounds is used as the result of
that clock cycle. These rounds are the active rounds. The
results from the rest of the rounds (the redundant rounds)
are discarded, see Figure 1.

The randomness of the execution is supposed to hide
the real computation from an attacker. To prevent redun-
dant rounds from leaking data, they process random data
rather than the real data from preceding rounds.

The choice of µ is limited in certain states of the
algorithm. It may need to execute all active rounds in
a given number of clock cycles, or there can be lack of
unexecuted active rounds with respect to the minimum m.

Experimental evaluation on the PRESENT cipher [11]
in [1] did not give approving results. After refining the

Figure 1. Dummy cycles countermeasure scheme [1], simplified.

accuracy measuring process, much better and almost sat-
isfactory results were obtained. The biggest weakness was
in the first clock cycle.

Assume a cipher with C rounds, implemented in N
clock cycles. Further, let rn be the number of rounds
accepted up to the step n, n ≤ N . Then, the state space of
the algorithm is delimited by the following inequalities:

rn ≤Mn (1)

rn ≥ mn (2)

rn +m(N − n) ≤ C (3)

rn +M(N − n) ≥ C (4)

An example of the state space resulting from m = 1,
M = 3, C = 32, N = 16 is in Figure 2. This is the
state space of the tested PRESENT implementation. We
can see why clock cycle 1 is a problem. Due to m = 1,
the first clock cycle must execute the first round as active,
and the last clock cycle must execute the 32nd round as
active. In the case of PRESENT, those are the rounds that
leak most information [12].

The states of the algorithm, together with transition
probabilities, form a Markov chain. Using the state prob-
abilities, we can calculate the probability that the round r
was executed as active in a given state. In general, these
probabilities vary with clock cycle number for any given
round number. The clock cycle with the maximum round
execution probability offers the best point for an attack on
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Figure 2. A state space for m = 1, M = 3, C = 32, N = 16. The
lines represent Equations 1 to 4.

the given round. The gist of this contribution is to design
the transition probabilities so that the probability of round
execution remains the minimum possible over the entire
computation.

First, we discuss the case m > 0 in Section 2. In
Section 3, we develop a finer model than the state-level
Markov chain presented above. In that model, we are able
to derive state probabilities and round execution proba-
bilities as described in Section 4. Using the results, we
design the optimum transition probabilities in Section 5.
The measure of protection can be tied directly to archi-
tectural parameters, namely the work effort investment, as
discussed in Section 6.

2. Architectural parameters

The problem with the first and last rounds follows
directly from the fact that m > 0. There is no freedom and
no randomness in the first and last clock cycle. Therefore,
we have to fix m = 0 in all cases. The modified state
space, already presented in [1], is in Figure 3.

As a remedy to the leak in clock cycle 0, the original
proposal suggest to randomly postpone the beginning of
the computation. This is precisely what can happen with
m = 0: there can be a random number of redundant
rounds at the beginning, and then some active rounds can
occur. Therefore, any scheme with m = 0 fulfills this
request as a special case.
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Figure 3. A state space for m = 0, M = 3, C = 32, N = 16. The
lines represent Equations 1 and 3.

3. A slot-level model and round control

In the above mentioned Markov chain, the transitions
have a regular structure. Let Sn,r be the state that has
executed rounds 1 . . . r in the clock cycle n. From this
state, transitions to states Sn+1,r+m, . . . Sn+1,r+M are
possible.

In the original proposal, M rounds are executed seri-
ally, and a random output is chosen. We have to suppose
that the attacker can distinguish the execution of a par-
ticular round. Then, instead of N clock cycles, we model
K =MN+1 slots. Then, a yet simpler (but larger) model
can be constructed.

Let Sk,r be the state that has executed rounds 1 . . . r
in the slot k. From this state, only two transitions are
possible. Either, the next round will be taken as active,
which leads to the state Sk+1,r+1. Or, the round is redun-
dant, which transits to the state Sk+1,r. An example is in
Figure 4.

This model is more general than the round control in
the original proposal. That controller takes m. . .M active
rounds, and the rest is discarded, so that only thick lines
in Figure 4 can be followed. Practically at no hardware
cost, we can obtain finer control, more random operation
and simpler analysis.

The model is still a Markov chain, thanks to m = 0.
Without this restriction, it would lose the Markov property.

We made the following formal step to simplify the
expressions describing the model (esp. their indices). With
m = 0, the accessible part of the state space is always



Figure 4. A part of a slot-level model with m = 0, M = 3

a rhomboid. Therefore, we use an alternate coordinate
system of rows and columns along the sides of the rhom-
boid (Figure 4). As in the previous model, the row r
corresponds to the completed sequence 1 . . . r.

The width W of the rhomboid is

W =MN − C − 1 (5)

Whereas the architectural parameter M expresses the
overhead in hardware, W captures the overall relative
overhead in work effort, and, thus, in energy consumption.
The unprotected computation has, of course, M = 1 and
W = 1.

4. Probabilities analysis

In the above described model, let

• sc,r be the probability of the state Sc,r in column
c and row r,

• pc,r be the probability, that the next round will be
active in the state Sc,r,

• ρc,r be the probability, that the model will arrive
at Sc,r by executing the round r.

Then, the correctness of the computation requires that

p(W, r) = 1, r = 0 . . . C − 1 (6)

and
p(c, C) = 0, c = 1 . . .W (7)

The initial state has probability 1, that is,

s1,0 = 1 (8)

For chosen probabilities pc,r, c = 1 . . .W − 1, r =
0 . . . C − 1, state and round execution probabilities can
be calculated as

sc,0 = sc−1,0(1− pc−1), c = 1 . . .W (9)

sc,r = sc,r−1pc,r−1+sc−1,0(1−pc−1), c = 1 . . .W, r = 1 . . . C
(10)

ρc,r = sc,r−1pc,r−1, c = 1 . . .W, r = 1 . . . C (11)

The calculation proceeds from bottom row up, and within
a row, from left to right. Refer also to Figures 5 and 6.

Figure 5. State probability derivation in a slot-level model

Figure 6. Round execution probability in a slot-level model

5. Probability design

Let us consider an attack to round r. The weakest point
for this attack is the slot c+r (in the original coordinates)
where the round probability ρc,r is maximum. Yet, the
round r must be executed at some time, that is

W∑
c=1

ρc,r = 1, r = 1 . . . C (12)

For optimum protection, we thus require

ρc,r
!
= 1/W, c = 1 . . .W, r = 1 . . . C (13)

Using Equation 11, we obtain

pc,r
!
= 1/Wsc,r−1, c = 1 . . .W, r = 1 . . . C (14)

Combining Equations 9, 10 and 14, we again define a
calculation that proceeds bottom-up and left-to-right and
gives the optimum transition probabilities together with
state probabilities as a by-product. Notice that there is no
choice in the process, that is, all the transition probabilities
follow from the requirement in Equation 13 and there is
only one solution.

There are explicit formulas for the transition probabil-
ities. It can be proven (by a rather tedious proof) that the
above recurrent computation gives

pc,0 =
1

W − c+ 1
, c = 1 . . .W (15)

pc,r = 1, c = 1 . . .W, r = 1 . . . C − 1 (16)

This means that the optimum protection executes a num-
ber of redundant rounds first, given by transition probabil-
ities in Equation 15. Then, it executes all rounds as active,
and finally executes redundant rounds to the required
number of slots. Refer also to Figure 7.

6. Discussion

Section 5 proves that there is always an optimum solu-
tion which satisfies Equation 13. An attack to any round
must collect more traces to achieve certain probability,
that the desired round has been executed with a given



Figure 7. Optimum trajectories in a slot-level model

probability in the collected traces. For hit probability h,
the relative increase q in the number of traces is

q =
log(1− h)

log(1− 1/W )
(17)

It can be seen that the amount of protection depends on
work effort only. The function is, unfortunately, almost
linear in the practical range of work effort, see Table 1.
With an average work effort, around 40 times the num-
ber of traces are required to collect compared with the
unprotected circuit.

W q W q
2 7 11 49
3 12 12 53
4 17 13 58
5 21 1 4 63
6 26 15 67
7 30 16 72
8 35 17 76
9 40 18 81

10 44 19 86

TABLE 1. MULTIPLES OF REQUIRED TRACES q AS A FUNCTION OF
WORK EFFORT W FOR h = 0.99

7. Conclusion

For the dummy rounds scheme, there is always an
optimum set of transition probabilities which makes the
round execution probabilities uniform for a particular
round. This ensures maximum resistance against an SCA
targeted to a particular round. A trajectory in the optimum
set executes a random number of redundant rounds first,
then all the active rounds, and then redundant rounds
again. The transition probabilities in the first phase must
follow a formula presented in the paper.

The protection scheme forces the attacker to collect a
multiple of traces sufficient to attack the original circuit.
The multiple is roughly proportional to the relative work
effort invested into the protection.

The optimization presented here can, in principle, be
applied to other similar schemes. For example, the random
window technique in [7] desynchronizes collected power
traces. The authors do not analyze how uniform the desyn-
chronization is. The dummy operations schedule could be
optimized to keep the probability that a particular trace
has a particular time alignment as low as possible.
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