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Abstract Many electronic systems has to fulfill strict dependability prop-
erties, especially both fault tolerance and attack resistance. Intuitively, these
requirements may seem to contradict each other. A study and an experi-
ment description of the possible methods how to measure these impacts as
well as result of first experiments are presented in this paper. Specifically,
how basic passive hardware redundancy design methods affects resistance
against differential power analysis attack and how the whole design can be
modified to increase attack resistance will be discussed.
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1 Introduction

One of the common digital design requirements is to be fault-tolerant. There
are many methods of digital design to achieve fault tolerance in FPGA. They
can be based on replication [1], off-line BIST [2], reconfiguration [3] and so
on [4].

Another common requirement is attack resistance. This property is im-
portant especially for cryptographic devices and it means that the device is
protected against disclosure of confidential information, usually the cipher
key. In the context of digital design, only the side channel attacks are rele-
vant, because they target the physical implementation of the cryptographic



device rather than the cryptographic properties of the cipher. We focus on
resistance against differential power analysis for which also exist many dig-
ital design methods like for example masking [5],[6], dual-rail logic [7] and
threshold implementation [§].

The target of our research is to investigate the influence of fault-tolerant
design methods on attack resistance and vice versa considering the final de-
sign of real circuits, especially the ones used in mission-critical applications.
New methods or conformation of the present ones to achieve both fault tol-
erance and attack resistance at the same time with lower overhead will be
the main aim of this research.

We will focus on passive hardware redundancy methods in this article.
These methods cause design size and power consumption increase. When
some kind of security module is designed using these fault tolerance increas-
ing methods, the increased power consumption may undesirably affect its
resistance against side channel attacks like differential power analysis.

The important question is, whether this influence is positive or negative.
This question cannot be easily answered because more identical modules
could increase the signal to noise ratio making the attack easier, but each
module may also introduce some extra noise (independent for each module).

This article proposes methods for measuring this influence in order to
propose some ways to achieve both fault tolerance and DPA resistance. Also
the results of first experiments are presented.

This article contains a description of chosen fault-tolerant methods, AES
cipher and differential power analysis in section We will also mention
how we have implemented AES and its fault-tolerant variants in section
Bl Section M] describes measuring platform and a control application we
developed. Finally, we will present the results, summarize our progress and
look at our future plans (sections I, |§| and |7 '

2 State of the Art

There is are multiple ways to make FPGA design about fault tolerant, for
example replication [1],[9], off-line BIST [2],[10], reconfiguration [3],[11]. We
also know how to increase and attack resistance like masking [5],[6], dual-rail
logic [7],[12],[13], frequency switching [14], threshold implementation [8],[15]
and so on, but we are not familiar with any work related to the mutual
influence of them.

The current research is based on passive hardware redundancy fault-
tolerant design methods [16], AES cipher [17] and differential power analysis
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2.1 Fault-tolerant design methods

We decided to start with passive hardware redundancy methods [16]. These
methods are based on multiplication of the whole logic module and they
are usable and easily implemented in FPGA [I]. They have high impact on
power consumption and they are commonly used.

2.1.1 Duplex

Duplex consists of two modules. It compares outputs of modules and signals
a failure when they differs. It can detect a failure of one module. A schema
of duplex is shown in Figure

2.1.2 Triple Modular Redundancy (TMR)

TMR is based on three modules and a voter. The voter provides a majority
vote of outputs. When a single module fails the system remains fully oper-
ational. When two modules fail the whole system fails. A schema of TMR
is shown in Figure

2.1.3 N-Modular Redundancy (NMR)

NMR is a generalization of TMR. It uses N = n x 2 + 1 modules and a
voter. The n is the number of modules which failure is tolerated by NMR.
Therefore an odd number of modules should be used to secure the existence
of a majority.
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2.2 AES

AES (advanced encryption standard) is a symmetric block cipher, which
is one of the most common ciphers used for example for securing wireless
networks. It uses fixed block size (128 bits) and one of three key sizes (128,
192 or 256 bits) [I7]. We use the 128bit version.

AES algorithm for 128bit key consists of ten rounds and initial transfor-
mation. At each round different key derived from the initial one is used.

A schema of AES cipher is shown in Figure [3l For more detailed infor-
mation see the AES specification [17].

2.3 Differential Power Analysis

DPA belongs to a group of attacks known as the side-channel attacks. It is
based on measuring power consumption traces of a device and a calculation
of the secret information (key) by an application of statistical functions on
obtained power traces. DPA requires plain text or cipher text to be known
for each power consumption waveform [18].

We will use an advance type of DPA using correlation coefficients for
calculations (sometimes called correlation power analysis (CPA) or Multi-
Bit DPA) [I9]. We can divide it into three phases: the measurement phase,
the hypothesis phase and the calculation phase.

2.3.1 Measurement phase

We have to measure power consumption of device during the encryption in
this phase. We have a list of n plain texts/cipher texts and a matrix of
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t X n elements as a result of this phase, where n means number of measures
(waveforms) and ¢ means count of power consumption values (traces) for
each measure. An example of a waveform is shown in Figure

2.3.2 Hypothesis phase

We need to split the key into parts (for example bytes) and make some
prediction about power consumption for each possible value of each part
of key (e.g 256 possible values for one byte). Then we need to choose a
power model which must be a function dependent on plain/cipher text and
the key, it should include some non-linear transformation and it should
represent some inner state of the cipher. For example when we are analyzing
the AES cipher we can split the key into bytes, then for each byte XOR
is applied on each possible value (0-255) with corresponding byte of plain
text, then SubBytes function is applied [I7]. It corresponds with the AES
initial transformation. Now we can use Hamming weight of the result as our
hypothetical value.

During the hypothesis phase we will produce k x n values for each part
of the key, where k£ means a number of possible values of the selected part
of the key.
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2.3.3 Calculation phase

Now we need to evaluate, which one of the possible key values is the correct
one.

We have the hypothetical value matrices for each part of the key and
the power consumption matrix. Now we need to apply a vector correlation
function on each row of hypothetical value matrix with each row of power
consumption matrix. This results into ¢ X k correlation matrix for each part
of key. Now if we have used enough power traces the key can be revealed.
We can find maximal absolute value of the correlations, some statistical
function or just eye exploration to guess the key. An example of correlation
plot for correct and incorrect key is shown in Figure

3 Implementation

In this section we will describe the implementation of the AES cipher and
it’s fault-tolerant variants.

3.1 AES

AES encryption was implemented to take ten clock cycles (one clock cycle
for each round). The round itself is implemented as a combination logic
divided into entities corresponding to the transformation functions of each
round [17].

Each round key is generated in the same clock cycle as the round using
it is processed.

Due to this we have one set of registers containing the current round key
and one set of registers containing the current cipher state. The presumed



content of the current state register will be used for calculating hypothetical
values in differential power analysis.

One pin on the Evariste module is dedicated to indicate an active encryp-
tion and it will serve as a trigger signal for the oscilloscope measurement.

3.2 Fault-tolerant variants

We have implemented only simple realizations of fault tolerant variants using
multiple of the same copies of AES module so far.

Duplex is implemented as two copies of AES module, which outputs are
compared and if they are not equal the fail signal is set.

NMR is implemented as a parametric entity with parameter N represent-
ing number of modules. It is realized as N copies of AES module and a voter.
The voter represents a set of comparators comparing all k-combinations of
N outputs, where k is the lowest majority k = (IV —1)/2, and a multiplexer
deciding which output is the correct one or whether fail signal should be set.
It is realized by a recursive function generating both the comparators and
the multiplexer.

We also implemented non-parametric TMR, to simplify synthesis when
NMR with only three AES modules is required.

4 Measurement

In this chapter we will describe the FPGA platform and the hardware archi-
tecture of measurement, we will present software for fast DPA calculations
we developed and also the actual experiment will be subscribed.

Measurement methods were tested on a simple AES implementation.
The Hamming distance between the state register value at the ninth and
the tenth round was chosen as the power model used for the hypothesis
phase of DPA. According to [20] it is the best choice to be used for DPA
against FPGA.

4.1 FPGA platform

Evariste III [2I] was chosen as an implementation platform. It provides USB
communication and FPGA module with connectors for power consumption
measurement. VHDL examples of USB communication are provided, too.
Our FPGA module contains Altera Cyclone III. This device’s typical clock
frequency is 48MHz but for the DPA measurement we set it to 6Mhz. The
whole platform is shown in Figure [6]



Motherboard Motherboard + FPGA module FPGA module

------
e

\
FPGA device
FPGA configuration

USB controller

USB connector

interface
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We adjusted VHDL USB communication examples provided along with
Evariste module to be able to handle changing cipher key, receiving the plain
text and sending the cipher text back to the PC.

4.2 Hardware architecture

We chose an oscilloscope PicoScope 6404D for the measurement. It pro-
vides sampling rate 5GS/s (2.5GS/s when two channels are used). We use
500MS/s sampling rate for the measurement.

The whole hardware architecture is shown in Figure [7]

4.3 Software

Wolfram Mathematica for correlation calculations, USB communication script
provided by Evariste authors for communication and PicoScope software for
power measurement proved to be too slow to make serious measurements
of DPA against FPGA implementation. Compared to SmartCards or other
MCU implementations, FPGAs and ASICs demand much more power traces
to be obtained. Therefore we decided to develop our own measurement soft-
ware.

Our software is responsible for the generation of the data, the commu-
nication with the encryptor, the oscilloscope measurement and the power
analysis. We chose C programming language, since it’s really performance-
efficient and all necessary APIs are provided in C.
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Table 1: Duration of measurement and calculation in seconds for various
counts of power traces (500 samples per trace)

100 | 1,000 | 10,000 | 100,000 | 1,000,000
Mathematica 4 37 347 n/a n/a
Our software - 1 core <1 2 19 189 1,890
Our software - 4 cores | <1 <1 6 58 599

We replaced proprietary USB driver of Evariste device by WinUSB driver
[22], so we were able to use libusb library [23] for communication with the
encryptor. The communication protocol remains the same as the original
one used by Evariste program.

Due to the oscilloscope C API it was relatively simple to achieve about
a hundred waveforms triggered per second and there is still some reserve for
improvements.

This application implements a highly optimized and fully parallelized
correlation function running much faster than our original script written in
Mathematica. It also allows incremental calculations, therefore if we are
not able to reveal the key, we can measure more traces, and continue the
calculation at the point we stopped.

The whole software architecture of the advanced method is shown in
Figure [§f This method accelerated the measurement dozens of times as is
shown in Table[I] It is even more obvious for the higher counts of waveforms.

More detailed information about this software is about to be published.

10



Application layer Our application

API layer PicoScope API libUSB
______________________________________ I S O H O hB}hiEL
Driver layer PicoScope driver WinUSB driver

Figure 8: Measurement software architecture

4.4 Experiment

We made the experiment on single module implementation, duplex imple-
mentation and TMR implementation of AES. For each implementation we
measured 50 different sets of power traces and then for each set we ob-
served how many traces are enough to reveal the correct key, so for each
implementation we got 50 counts of needed traces (hereinafter referred to
as minTraces).

5 Results

As mentioned in section we measured 50 minTraces for each implemen-
tation differing in the number of modules used. We made a histogram of the
collected minTraces which can be seen in Figure[9] Averages and variances
of the data can be seen in Table According to these it seems that this
basic hardware redundancy design methods have negative influence on resis-
tance against DPA, because the value of minTraces is lower when multiple
modules are used. Nevertheless this influence is quite small. Higher influ-
ence could have been expected, because multiple same modules with similar
power consumption should increase the signal to noise ratio of the power
consumption, but in fact the higher overall power consumption could also
increase the noise level. This explanation also corresponds with the variance
of minTraces which is increased when more modules are used, as can be also
seen in Table [2 and in the histogram in Figure [0

According to these results, passive hardware redundancy techniques do
not compromise resistance against differential power analysis of the design.
Therefore we expect that we can use these design techniques to make attack

11
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Figure 9: Histogram of minTraces

Table 2: Comparison of averages and variances of minimal numbers of power
traces needed to reveal the correct key

Single module | Duplex | TMR
Avg. of minTraces 745.28 741.74 719.22
Var. of minTraces 13,281.59 18,222.03 | 14,802.38

resistant digital design also fault tolerant at the same time.

6 Conclusions

We have implemented an AES encryptor and basic passive hardware redun-
dancy methods in VHDL considering the fact that we need to measure its
power consumption. We chose suitable device for the measurement.

Also we have programmed an application serving the whole measuring
and calculation process of differential power analysis, which is fast and easy
to use.

We attacked our fault-tolerant variants of AES implemented in FPGA.
The influence of passive hardware redundancy on DPA resistance seems to
be negative but very small. It shows that the signal to noise ratio increased
by identical modules is almost in balance with the extra noise introduced by
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each module (independent of the other modules). The difference of power
traces needed is so small that we can imagine the influence could be even
positive with some other implementations.

Considering these facts we did not reject these design methods as candi-
dates for being part of the future design methods combining fault tolerance
and attack resistance.

7 Future work

One of the next steps will be an implementation of fault-tolerant variants
using divergent AES modules. For example duplex with AES modules mu-
tually masking power consumption should considerably increase attack re-
sistance. Also another fault-tolerant design methods will be considered.

Other possible continuation of the research is to investigate the influence
of countermeasures against DPA or other side-channel attack on reliability
of the design.

Another important approach is to verify these experiments on mathe-
matical base. This would entail the need of deep knowledges of FPGA chips
design and behavior, which is not well documented and is really hard to
determine, but we plan to try to research this way too.

Having collected information from these parts of research we could be
able to propose some new or improved methods for combining both fault
tolerance and attack resistance and make the mission-critical security devices
more efficient.
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