Multiprecision ANSI C Library for Implementation of Cryptographic Algorithms on Microcontrollers
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Abstract—Current cryptographic algorithms work with operands that are several times wider than the machine word, e.g., the still popular RSA algorithm shall use at least 2048-bit keys. Such algorithms therefore require libraries that implement multiprecision arithmetic. Existing libraries are either not tailored for microcontrollers, or they implement an incomplete set of multiprecision operations, which limits the implementation of some unusual cryptographic algorithms on microcontrollers.

In this work, we present a novel ANSI C library that implements also some less common operations like, e.g., multiprecision integer division. The library was designed with respect to the use on microcontrollers and has been tested on ARM M4-based microcontroller Microchip CEC1302.

I. INTRODUCTION

Most of the common cryptographic algorithms used today can be easily implemented using one of the existing cryptographic libraries. However, if one aims to implement a little more exotic algorithm, none of the existing libraries is suitable. For this reason, we decided to implement a new multiprecision arithmetic library called bigi, which is intended as a building block of cryptographic algorithms, however, to some extent, it can be used in a general way as well.

This paper is structured as follows: First, we discuss the state-of-the-art in Section II and give essential preliminaries for integer arithmetic's in Section III. In Section IV, we describe our implementation in detail and provide a brief evaluation in Section V.

II. STATE OF THE ART

Implementations of multiprecision (aka. arbitrary precision) arithmetic’s can be divided into two groups according to the operations implemented, i.e., concerning their usage.

The first group consists of multiprecision libraries for general mathematical computations, such as GNU Multiple Precision Arithmetic Library (GMP) [1] for C/C++, gmpy2 [2] for Python, Java BigInteger [3], and many more. These libraries are usually used in computing systems such as Wolfram Mathematica and Maple, or for scientific purposes. The GMP library is also used in the source code of the GCC compiler collection. Libraries for general computations are not optimized for the use with microcontrollers because they use dynamic memory allocation and are designed to handle large numbers that exceed the memory size of most microcontrollers.

The second group consists of multiprecision libraries that are employed as a building block of cryptographic operations, which are often handling with numbers bigger than the machine word. The most popular libraries are OpenSSL [4] and WolfSSL [5]. There are also libraries dedicated and optimized for microcontrollers, such as ARM-Crypto-Lib [6], AVR-Crypto-Lib [7], and mbedTLS [8]. None of these cryptographic libraries implements integer division, which might be necessary for some specific cryptographic schemes (e.g., Paillier cryptosystem [9]). Moreover, ARM-Crypto-Lib and AVR-Crypto-Lib have not been maintained for a long time.

The bigdigits [10] library fits into both groups. This library implements all basic arithmetic operations and offers optimized versions of operations that are used in cryptographic algorithms (such as modular exponentiation). However, it is primarily dedicated for the use on 64-bit processors. Moreover, modular multiplication is implemented by generic multiplication and the reduction step is performed by division. This approach is naïve, hence, if using this library, we would need to implement modular multiplication and modular exponentiation operations. Dynamic allocation can be disabled during compilation, but this requires considerable interference with the library source code.

Another reason for the decision to implement own multiprecision integer library was given by the limitations of the development tools for the target platform. The MikroC for ARM compiler works somewhat differently than the commonly used compilers (GNU GCC toolchain).

To conclude, to the best of our knowledge, there is no existing multiprecision integer library suitable for implementation of standard as well as less common cryptographic algorithms on microcontrollers. Also, the transfer of existing libraries would entail considerable effort comparable to the creation of a new library. Further, by creating a custom library, the homogeneity of the code is ensured, and the algorithms used are efficient and optimized for the use on the target platform.

III. PRELIMINARIES

In order to cover the needs of the broad family of cryptographic algorithms, the library shall implement basic
arithmetic operations, namely addition, subtraction, bit shifts, multiplication, and integer division, as well as their modular counterparts. Besides that, modular inversion and greatest common divisor (GCD) are necessary. In the following text, we summarize efficient implementations of the operations mentioned above.

A. Integer Multiplication

The basic algorithm for multiplication of large numbers is described by Knuth [11]; its implementation in C is given by Warren [12]. Besides Knuth’s algorithm, several more integer multiplication algorithms exist. Karatsuba [13] published an algorithm with $O(n \log^2 3)$ complexity in 1962, however, the fastest known algorithm is by Schöingage-Strassen [14] with $O(n \cdot \log n \cdot \log \log n)$ complexity. It is used for very large numbers, e.g., the GMP library employs it for numbers longer than 1700 machine words.

B. Integer Division

Integer division is the most complicated basic arithmetic operation. The basic algorithm for multiprecision integer division is described in [11] as Algorithm D. According to Knuth, this algorithm is an adaptation of schoolbook division. A full overview of division algorithms for large integers can be found in [15].

C. Modular Reduction

Modular arithmetic is based on the modular reduction operation which, given a number $x$ and modulus $n$, returns $b = x \mod n$. The naive way of implementing modular reduction is through integer division, which returns both the quotient and the remainder. However, this is inefficient due to the computational complexity of integer division.

Barrett reduction [16] is less computationally demanding compared to integer division—it employs only multiplication, addition, subtraction and bit shift operations. Detailed description and a C implementation are given in [17].

D. Modular Multiplication

There are several ways of implementing modular multiplication. The naive approach is to follow classical multiplication by a modular reduction, i.e., in the first step, standard LSB multiplication is performed, and in the second step, the intermediate value is reduced by the modulus.

Another way of implementing modular multiplication is MSB multiplication using the double-and-add algorithm, which only employs left shift and addition. After each shift or addition, a trial division is performed. This approach is less memory demanding than the previous one.

In 1985, Peter Montgomery published a method for fast modular multiplication of large integers [18]. The main idea behind Montgomery’s approach is to convert numbers into a different representation (aka. Montgomery domain), which eliminates the need for trial division by the modulus $n$ and also decreases memory requirements of modular multiplication. Due to pre-calculation of parameters, Montgomery multiplication is only useful when multiple multiplications with the same modulus are performed, which poses a typical use in modular exponentiation.

E. Exponentiation

(Modular) exponentiation is the core operation of many asymmetric cryptosystems, such as RSA [19], Diffie-Hellman [20], Paillier cryptosystem [9], Goldwasser-Micali [21], etc.

Left-to-right binary exponentiation (aka. square-and-multiply algorithm) is the basic algorithm for exponentiation [11]. Each iteration of the algorithm consists of one squaring which is followed by multiplication whenever a corresponding bit of an exponent is equal to one. However, this approach is vulnerable to side channel attacks, namely timing attacks [22] and simple power analysis (SPA) [23].

Montgomery ladder [18] is a variant of left-to-right binary exponentiation with the difference that each iteration consists of exactly one squaring and one multiplication, thus making the power consumption and execution time independent of the Hamming weight of the exponent. This approach makes implementation less vulnerable to timing attack and significantly less vulnerable to SPA attack.

Within modular exponentiation, modular multiplication is used. If Montgomery domain is used for modular multiplication, a slight modification of the original algorithm is required and the base must be given in or converted to the Montgomery domain.

IV. IMPLEMENTATION

Our library $bigi$ works over a static array of unsigned integer type elements. The size of the array is determined during compilation according to predefined constants, namely size of the machine word on the target platform, and required number of bits in the number representation. For Montgomery multiplication, two elements are added in order to prevent overflow [24], as depicted in Figure 1, which shows the structure of an array representing a number in our library. Endianness of the number was chosen for easier debugging.

The $bigi$ library consists of four files: $bigi.h$, $bigi.c$, $bigi_io.h$ and $bigi_io.c$. The header file $bigi.h$ includes definitions of function prototypes and the following data types:

- $bigint$: an array of machine-word-sized unsigned integers representing a number,
- $bigint_type$: a machine-word-sized unsigned integer,
• bigint_type_big: a double-machine-word-sized unsigned integer.

The header file bigi_io.h provides prototypes of functions for a conversion of a bigint from/to a string, and for a dump to a terminal or serial link. I/O functions are separated so that they can be easily replaced according to the platform or user requirements.

A. Basic Arithmetic Operations

Basic arithmetic operations include addition, subtraction, bit shifts, division and multiplication. Addition, subtraction and bit shifts are straightforward to implement, hence we will only discuss multiplication and division in this section.

1) Multiplication: The current implementation follows [11], however, for the future versions of our library, we plan to implement Karatsuba’s algorithm.

2) Division: The division algorithm we employ was proposed in [11] and its C implementation can be found in [12]. On the one hand, other algorithms mentioned in Section III-B have better asymptotic time complexity, on the other hand, their implementation is much more complicated and their speedup only applies to numbers which are significantly larger than those expected to be processed by our library.

B. Modular Arithmetic Operations

As stated before, modular arithmetic is the core of most asymmetric cryptosystems. For this reason, state-of-the-art algorithms were chosen for its implementation.

1) Modular Multiplication: Since the target platform is a microcontroller, the choice of modular multiplication algorithm was affected by the memory demand. For this reason, Montgomery’s approach was chosen for modular multiplication. It only requires \( n+2 \) machine words to store intermediate results [24], where \( n \) is the number of machine words in the representation of the number.

Multiplication in the Montgomery domain requires a precomputation of a parameter derived from the modulus, and converting both operands to the Montgomery domain. In order to multiply two operands, a total of three calls of Montgomery multiplication are required.

The transformation of operands and the precomputation represent an overhead that pays off whenever several modular multiplications are performed consecutively—typically with modular exponentiation or when all computations following the modular multiplication can be done in the same Montgomery domain.

Because of the overhead, modular multiplication is implemented also in a second way—a standard MSB multiplication using the double-and-add algorithm. This algorithm needs the same number of machine words to store the intermediate result as the number representation itself.

2) Modular Exponentiation: Modular exponentiation is implemented by the Montgomery ladder [25], which provides a protection against timing attacks—simply because squaring and multiplication operations take place in each iteration. The main disadvantage of this algorithm is the longer calculation time compared to the square-and-multiply approach.

Multiplication and squaring in the Montgomery ladder are implemented in two ways. The first, naïve, uses standard MSB multiplication. The second way employs multiplication in the Montgomery domain [24].

3) Modular Reduction: Modular reduction is implemented according to Barrett [16] which requires a precomputation of a parameter \( \mu \). This parameter can be used repeatedly until the modulus changes. It can also be used to implement modular multiplication, however this approach requires more memory because the whole product must be stored as an intermediate value.

4) Modular Inversion: Inverse element of \( a \in \mathbb{Z}_n^* \) is a number denoted by \( a^{-1} \), for which it holds that \( a \cdot a^{-1} \equiv 1 \) \((mod \ n)\). One way to compute a modular inverse is to employ the Extended Euclidean Algorithm, another possibility is to use Euler’s theorem:

\[
a^{\phi(n)} \equiv 1 \pmod{n},
\]

where \( \phi(\cdot) \) is Euler’s totient function. If we multiply the equation by \( a^{-1} \) (assuming the inverse exists), we get

\[
a^{\phi(n)-1} \equiv a^{-1} \pmod{n}
\]

A disadvantage of this procedure is the implicit assumption of the existence of the inverse and also the fact that it is necessary to know \( \phi(n) \). Note that calculation of \( \phi(n) \) is as computationally demanding as factorization of \( n \).

Therefore, for a library to be generally usable, modular inversion is implemented using Extended Euclidean Algorithm, which can detect possible absence of the inverse.

C. Advanced Functions

At this moment, the only advanced function implemented in our library is the greatest common divisor (GCD). GCD of two integers \( a, b \) is the greatest positive integer \( d \) such that it holds \( d \mid a \) and \( d \mid b \).

In the algorithm 14.54 in [17], a binary GCD algorithm is used. The search method only employs subtraction, division by two, and multiplication by two. Note that division and multiplication by two are simple operations that can be implemented as right and left bit-shifts, respectively.

V. Evaluation

The bigi library was tested on Microchip’s CEC1302 microcontroller, which is based on an ARM M4 core.

Including the library into an existing project is simple and straightforward—it requires just adding the header and C files into corresponding compilation path or an IDE project.

The representation of a number in our library only consists of an array of machine-word-sized unsigned integers, which makes understanding of the code easier. It also allows the user to implement custom functions to extend the library.

The whole library was compiled by MikroC Pro for ARM compiler by Mikroelektronika and it occupies only 184kB of program memory.
Since the library is still under active development, we have not made any speed comparisons with existing libraries such as ARM-Crypto-Lib. We only compared the speed of modular exponentiation in our library to the speed of the hardware RSA accelerator on the CEC1302 microcontroller: our (software) implementation of 2048-bit modular exponentiation is only three times slower.

VI. CONCLUSIONS
We presented a novel ANSI C library which also implements less common operations like, e.g., multiprecision division. This enables an implementation of some specific cryptographic algorithms. The library is dedicated for an easy use on microcontrollers; it was tested on ARM microprocessor CEC1302. After compilation, the library occupies only 184 kB of program memory, which makes it available for a wide range of microcontrollers. The library is available under MIT license from [26].

VII. FUTURE WORK
We aim to change the multiplication algorithm for Karatsuba’s multiplication algorithm and we also plan to add certain assembly level optimizations. Our further goal is to implement and evaluate some types of side channel attack countermeasures.
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