Abstract—Side-channel attacks, including differential power analysis (DPA), are still an emerging topic. To make a deep research about DPA, one needs to be able to perform it as fast as possible. There are many possible ways to decrease the time of the attack. In this paper, we propose a way to decrease the duration of the correlation computations of this kind of attack by decreasing the number of samples per a power trace using an integration based aggregation method. We comprehensively describe this idea and present the results of an experimental evaluation focusing on the time efficiency of this approach.
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I. INTRODUCTION

Side-channel attacks pose a security threat to any modern cryptographic device. As these attacks are based on physical properties of the device rather than cryptographic properties of the cipher, it is an issue even for the ciphers considered mathematically secure, such as AES. There are many possible side-channels (e.g. temperature [1], EM radiation [2], time [3], noise [4], etc.), but the most commonly used and the most exhaustively researched one is the power consumption.

In this paper, we focus on a common power consumption based side-channel attack called differential power analysis (DPA) [5] and specifically its correlation based variant (also called correlation power analysis (CPA)) [6]. The first step of this attack is to measure power consumption of the device during the cryptographic operation (usually encryption) using known plain text or cipher text. A large number of power consumption traces needs to be collected using the same secret (cipher key) during this step. In the next step, we need to choose a proper power model. The power model should be a function of plain or cipher text and a key and it should somehow estimate the expected power consumption. Using the power model, we estimate power consumption for each combination of previously measured plain/cipher text and possible key candidates (for this purpose, the key should be split into smaller parts, e.g. bytes or nibbles). Finally, we calculate correlation between real power consumption and estimations for each key candidate, where the most correlating key candidate is considered to be the correct one.

To research this attack, it is necessary to be able to perform it as fast as possible. There are multiple ways to achieve this. There are two highly time demanding parts of the attack: power measurement and correlation calculation. The time of the measurement mostly depends on the number of traces necessary to obtain the correct key and on the effectiveness of the trace acquisition. The number of traces needed is mostly given by the device under attack, but this number can also be decreased by some statistical methods (e.g. [7]). There are ways to increase the efficiency of the trace acquisition, as well. Some of these are proposed e.g. in [8]. In case of the correlation calculations, there are three properties influencing the computation time: number of power traces, number of samples per trace, and algorithmic efficiency. As the problem of decreasing the number of traces was discussed above and the ways to increase the efficiency of the calculations are proposed e.g. in [9], the remaining scope of improvement is in decreasing the number of samples per trace.

The main idea of this research is to somehow aggregate the traces. As the power model usually represents some intermediate value exhibited in the device during a single clock cycle, the most straightforward way is to integrate the traces by time for each clock cycle. Therefore, the number of samples per trace will be close to the number of clock cycles of one encryption (usually tens) instead of the usual hundreds or thousands. In this article, we show how this simple trace aggregation affects the effectiveness of the attack. Specifically, we will show how it affects the number of traces needed to reveal the correct key and how it affects the overall calculation time of the attack on three different FPGA platforms.

We introduce the FPGA platforms, AES implementation and the experiment setup in Section II. Detailed results are presented in Section III. We summarize and conclude the experiment in Section IV and finally we propose possible ways to continue this research in Section V.

II. EXPERIMENT SETUP

In this section, we comprehensively describe the process of trace aggregation. We also introduce the FPGA platforms and the AES implementation we used.
A. Hardware platforms

We performed the experiment on three different FPGA platforms:

- **Evariste III** with Altera Cyclone III module — an open modular cryptographic platform developed by Fischer et al. [10]
- **Sakura-G** — standard evaluation board for side-channel attacks based on Xilinx Spartan-6 FPGA [11]
- **DPAbord** — open board for differential power analysis with Xilinx Artix-7 FPGA developed by Bartik et al. [12]

The whole experiment is same for all platforms, only the clock frequencies differ. Evariste III and Sakura-G run at 5 MHz while DPAbord runs at 6.25 MHz.

PicoScope 6404D was used for the measurement. The sampling rate was set to 625 MS/s. We collected 2000 samples per one power trace.

B. AES

AES cipher [13], specifically its 128-bit variant, is used for the experiment as it is the most commonly used and researched block cipher. The 128-bit variant of AES consists of ten regular rounds and one initial round. The regular rounds consist of a key addition (AddRoundKey function), a non-linear transformation (SubBytes function) and two linear transformations (ShiftRows and MixColumns functions) with an exception of the last round, where the MixColumns function is omitted. The initial round performs only the key addition. Each round uses a different round key derived from the initial one.

In our implementation, each round is processed by a combinational logic during one clock cycle. Therefore, the whole encryption takes 11 clock cycles. A diagram of our AES implementation can be seen in Fig. 1.

C. Trace aggregation

The main idea of our trace aggregation approach is based on fact, that the intermediate value used by the power model and the real power consumption are not significantly correlated in one specific power sample, but the correlation should be spread through the whole clock cycle the intermediate value is processed within. As the number of samples is the same during each clock cycle, we do not need to take it into account and the integration process can be simplified to summation. Therefore, we preprocess each power trace by summarizing the samples corresponding to each single clock cycle of the encryption. In our case, each clock cycle corresponds to 125 samples (Evariste III and Sakura-G) or 100 samples (DPAbord).

We summarized each clock cycle of the encryption (11 cycles) and one before and one after the encryption. We obtained 13 samples per trace instead of the original 2000 samples this way.

We also aggregated the traces with variable starting sample that we call *offset*. For example, with offset 0, the first sample of the integration is the first sample of the clock cycle; with offset 25, the first sample of the integration is the 26th sample of the clock cycle, therefore the last sample is the 25th sample of the next clock cycle. We used five offsets: 0, 25, 50, 75 and 100 in case of Evariste III and Sakura-G, and 0, 20, 40, 60, 80 in case of DPAbord. For simplicity, we will use relative designations of these offsets: 0, 1/5, 2/5, 3/5 and 4/5.

To summarize, we aggregated each power trace using 5 different offsets. Therefore, we gained 5 traces of 13 samples from each of the original traces of 2000 samples.

D. Evaluation

For each of hardware platforms, we measured 30 sets of power traces. Then each collected trace was aggregated using the method described above. Therefore, we obtained 5 aggregated power traces and the original ones for all the traces in each of the sets.

For each of the 3×30×(5+1) sets of power traces (3 platforms; 30 sets; 5 offsets + 1 non-aggregated), we used incremental algorithm proposed in [9] to obtain the minimal number of power traces needed to reveal the correct cipher key. These collected results are presented in Section III.

We also compared the running time for various number of traces to demonstrate the efficiency of our approach. All time measurements were done on a computer equipped with Intel i5 6440HQ CPU (quad core), 8GB DDR3 RAM, an SSD drive and an up-to-date installation of Windows 10 Enterprise.
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III. RESULTS

In this section, we present results obtained from the experiment proposed in Section II. At first, we show how our methods affects the number of power traces needed to reveal the correct key. Afterwards, we present a time comparison of common methods and our new approach.

A. Power traces needed

We successfully performed the attack using the proposed approach with all offsets and on all platforms. We compared the minimal number of traces needed using basic correlation and our preprocessed variant. In Table I, we can see medians of minimal needed traces calculated from results of all trace sets.

In case of Evariste III and DPAboard, the number of traces needed is even lower than with the original traces for all offsets.

In case of Sakura-G, we can see significant differences between the offsets. The results are better than with the original approach when offsets 1/5 or 2/5 are used, but in case of offset 4/5, the number of traces needed is more than 9 times higher. On the other hand, the time saved by our method overcomes this increase, as is shown below.

Detailed results can be seen in Fig. 2: a) for Evariste III, b) for Sakura-G and c) for DPAAboard.

B. Time comparison

Considering the algorithm being linearly dependent on number of samples (as is shown in [9]), we expected our approach to be significantly more time efficient than the original method. As we can see in Table II, the correlation calculation using 13 samples per trace is approximately 50 times faster than the one using 2000 samples per trace. As the preprocessing integration duration is also much lower, the total time consumption using our approach is roughly 40 times lower than with the original approach. In Fig. 3, we can see that this improvement is constant with the number of power traces.

<table>
<thead>
<tr>
<th>Procedure</th>
<th>Number of traces</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1K</td>
</tr>
<tr>
<td>Correlation</td>
<td>2000 samples</td>
</tr>
<tr>
<td></td>
<td>13 samples</td>
</tr>
<tr>
<td>Integration</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Table II: Plot of minimal power traces necessary to reveal the cipher key with the original power traces and power traces of the best and the worst offset for all power trace sets, Altera Cyclone III FPGA on Evariste III board

Figure 2: Plot of minimal power traces necessary to reveal the cipher key with the original power traces and power traces of the best and the worst offset for all power trace sets
Another way to improve the time efficiency of the attack could be the key candidate selection. So far, the key candidate with the highest absolute value of correlation coefficient is chosen as the correct one. Some more advanced evaluation of the correlation traces decreasing the number of power traces could be proposed.
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IV. CONCLUSION

We propose a new approach to evaluate the correlation coefficients when performing differential power analysis. It is based on power trace preprocessing. In each trace, we integrate traces corresponding to each clock cycle of the encryption. This preprocessing is easy to implement and insignificantly time demanding in comparison with the correlation calculations. This approach makes the correlation calculations much less time demanding as it drastically decreases the number of samples per trace. We successfully confirmed these assumptions in previous section. We show, that the overall time of the calculation part of attack is approximately 40 times lower with our approach compared to the original method.

We also show, how the integration affects the number of power traces necessary to obtain the correct key. Three different platforms were used. On two platforms, the number of traces was even lower than without the preprocessing. Also, on the third platform our approach is more time efficient even though more power traces are required when using some particular offsets.

Considering these facts, the presented method was confirmed as an excellent way to speed up the differential power analysis.

V. FUTURE WORK

Since the preprocessing appears to be a possible way to decrease the number of samples per trace, and also the number of traces needed for differential power analysis, more similar preprocessing methods could be explored. For example, choosing just one sample (e.g. the highest one) in each clock cycle could be a way.

Figure 3: Plot of running time of the original method (Correlation with 2000 samples per trace) and our approach (Integration + correlation with 13 samples per trace) for various number of power traces (logarithmic scale)