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Abstract—As the security is becoming more and more impor-
tant these days, we still should not forget about reliability. When
designing a cryptographic device for some mission-critical or
another reliability demanding system, we need to make the device
not only attack-resistant, but also fault-tolerant. There are many
common fault-tolerant digital design techniques, however, it is
questionable, how these techniques affect the attack-resistance.
Do they make the device more vulnerable e.g. to side-channel
attacks?

In our work we focused on finding the answer to this ques-
tion. We experimentally evaluated the influence of information
redundancy, space redundancy and time redundancy techniques
on resistance against power analysis attack. In this paper we
present our observations.

I. INTRODUCTION

Security is a common issue in many fields including digital
design. Every cryptographic device needs to use some secure
cipher. But another important thing is to protect such a device
against Side Channel Attacks [1] [2]. Side Channel Attacks do
not compromise the cryptographic properties of the cipher, but
they exploit the implementation properties of the device. These
attacks can be based on e.g. electromagnetic radiation [3] [4],
fault injection [5] [6] and so on. In our research we focus on
attacks based on power analysis, namely the differential power
analysis (DPA) [7] [8]. For the investigation of influence of
fault-tolerant architectures on attack-resistance we use AES
cipher [9] implemented in FPGA.

Many methods have been developed to protect the crypto-
graphic circuit against power analysis attacks. Popular meth-
ods include masking [10] [11] [12], Dual-Rail logic [13] [14]
[15] [16] [17] [18], voltage and frequency switching [19] or
Threshold implementation [20] [21] [22].

Sometimes such a cryptographic device can be required to
be also fault-tolerant [23], e.g. when the device is a part of
some mission–critical system. To make the digital design im-
plemented in FPGA fault-tolerant, we can use some common
fault-tolerant architectures like space redundancy, time redun-
dancy or information redundancy [23] [24] [25] [26], or we
can use FPGA specific methods, e.g. dynamic reconfiguration
[27], BIST [28] [29], etc. When using fault-tolerant methods
in cryptographic circuits, one important question arises: how
do these methods influence the attack-resistance of the design?

In this paper we focus on the common fault-tolerant ar-
chitectures, specifically space redundancy, time redundancy
and parity check. We compare these architectures to a plain

implementation of cryptographic algorithm. As a reference de-
sign we have chosen AES algorithm without countermeasures
against DPA, so we can easily compare the influence of the
fault-tolerant architectures.

We provide summary of works related to this topic in
Section II. Detailed description of the fault-tolerant archi-
tectures we used and our expectations about their influence
on DPA resistance are presented in Section III. In Section
IV we describe the whole experiment setup. Results of our
experimental evaluation are presented and discussed in Section
V. Our findings are concluded in Section VI. In Section VII
we propose several directions for future research.

II. RELATED WORK

As stated in Section I, there is a lot fault-tolerant de-
sign architectures. In this paper we focus on basic fault-
tolerant architectures — space redundancy, time redundancy
and information redundancy. These architectures can be easily
implemented in FPGA, as is shown in [25] and [26].

In this work we experimentally evaluate the resistance
against differential power analysis originally introduced by
Kocher et al. [7], specifically differential power analysis with
correlation coefficients (correlation power analysis) [30] [31].

To the best of our knowledge, there is no research tar-
geting mutual influence of fault-tolerant and attack-resistant
digital design available in open literature. Nevertheless, fault-
tolerant techniques are similar to countermeasures against
fault-injection analysis. Regazzoni et al. [32] [33] focused on
influence of fault attack countermeasures (mostly information
redundancy of S-Boxes) on power analysis resistance. Based
on the simulation of an ASIC circuit running AES algorithm
they conclude that fault attack countermeasures are making the
device more vulnerable to DPA. More comprehensive compar-
ison was introduced in [34]. The wider range of fault detection
methods embraced also space redundancy and information
redundancy architectures. An FPGA platform SAKURA-G
containing Xilinx Spartan-6 was used. Authors concluded that
these methods have negative influence on attack-resistance.
Nevertheless, this research was again focused on securing the
S-Boxes, which is mainly used by fault attack countermea-
sures.

Unlike the above mentioned studies, we focus on fault-
tolerance in context of reliability. We also make detailed
quantification of our results.



Figure 1. Diagram of a round implementation

III. ARCHITECTURES

To evaluate and compare the influence of fault-tolerant
techniques on resistance against DPA, we implemented one
standard AES circuit (without any protection) and five AES
circuits employing fault-tolerant techniques:

• information redundancy (parity check of SubBytes func-
tion [9]).

• space redundancy at round level
• space redundancy at algorithm level
• time redundancy at round level
• time redundancy at algorithm level

A. Standard AES (reference design)

AES is a common block cipher offering three different
lengths of key: 128-bit, 192-bit and 256-bit. For each variant
the block is 128 bit long. We chose the 128-bit variant which
consists of 10 rounds. Each round is composed of four func-
tions applied in this order: SubBytes, ShiftRows, MixColumns
and AddRoundKey. Additionally, the AddRoundKey is once
applied before the first round (this is often called the initial
round). In the last (10th) round the MixColumns functions is
omitted. For each round a new key is derived from the previous
one in Key scheduler [9].

In our implementation each round is processed in one clock
cycle. The datapath of the design consists of a combinational
circuit implementing all four round functions, a register hold-
ing the result of the round (state word) and a next round key
generator. Therefore the encryption takes 11 clock cycles (10
rounds + the initial round). Simplified diagrams of a round and
the whole cipher module are shown in Figure 1 and Figure 2.

B. SubBytes Parity Check

This fault-tolerant architecture is designed to detect fault by
parity check in a large, non-linear part of AES design which
are the modules implementing SubBytes function (S–Boxes)
[26]. Since SubBytes, being a nonlinear function, does not
preserve parity, we needed to implement parity predictor. We
use two parity predictors. The first one is predicting the parity
of the output using the input and the second one is predicting

Figure 2. Diagram of AES module implementation

Figure 3. Diagram of a round with parity checked SubBytes

the parity of the input using the output. Both predicted values
are compared with the real values and a fault is indicated when
they differ. There are both input and output parity checkers for
each of 16 S–Boxes. Diagram of a round with parity checked
SubBytes function is shown in Figure 3.

As this architecture introduces very low area overhead, we
expect the power consumption to be similar to the power
consumption of the reference design and we also expect this
design not to affect the DPA resistance. On the other hand, this
architecture does not provide any fault correction. It provides
just the fault detection, moreover limited to S-Boxes only.

C. Space Redundancy — Round Level

We use common fault-tolerant architecture — Triple-
Modular Redundancy (TMR) [23]. It is based on three copies
of a module and a majority voter. When one of the modules is
faulty, the majority voter ensures that the result is still correct.
It can also detect faults in two modules (unless the faults are
equal). Diagram of this architecture is shown in Figure 4.



Figure 4. Diagram of AES secured by space redundancy at round level

Figure 5. Diagram of AES secured by space redundancy at algorithm level

In this case we use TMR at round level, so the datapath of
the design is triplicated.

This architecture causes high area overhead (the round logic
is triplicated), which leads to increased power consumption.
This increase should triplicate the information available in the
power consumption, thus it should increase the signal to noise
ratio, which would make the device more vulnerable to DPA.
On the other hand, the power consumption of the majority
voter can introduce some additional noise.

D. Space Redundancy — Algorithm Level

This architecture is based on TMR, as so as the one in
Section III-C. The difference is in the redundancy level. In
this case the whole AES module is triplicated. Diagram of
this architecture is shown in Figure 5.

Figure 6. Diagram of AES secured by time redundancy at round level

In this case we also expect increased power consumption. In
comparison with the round level, the overall power consump-
tion increase should be higher, but the additional information
in this increase should be the same. Therefore we expect this
architecture to have lower influence on DPA resistance than
the architecture described in Section III-C.

E. Time Redundancy — Round Level

Time redundancy is based on repeating the same calcula-
tions on the same data multiple times. In this architecture each
round is run three times, each result is stored in a register and
then the results are compared by majority voter similarly to
the one in Section III-C. With this approach, only the transient
faults are considered. Diagram of this architecture is shown in
Figure 6.

This architecture introduces minimal area overhead (only
the voter and registers for result of each iteration are added).
Compared to the reference circuit described in Section III-A,
the information available in the power consumption is exposed
three times in the circuit with time redundancy. This should
not affect the DPA resistance significantly.

F. Time Redundancy — Algorithm Level

This architecture is very similar to the one in Section III-E.
The difference is, that in this case we do not repeat each round
separately, but we repeat the whole encryption. The results are
also stored and then compared by a majority voter. Diagram
of this architecture is shown in Figure 7.

We expect the same influence on DPA resistance as in
Section III-E.

IV. MEASUREMENT

In this section we describe the hardware and software used
for the measurement and we also discuss how we evaluated
the results.



Figure 7. Diagram of AES secured by time redundancy at algorithm level

Figure 8. Evariste III platform board with Altera Cyclone III module

A. FPGA Platform

The attack was performed on Evariste III platform with
Altera Cyclone III FPGA module [35]. The Evariste platform
is shown in Figure 8. All AES variants were synthesized by
Altera Quartus II 13.1. The frequency of the FPGA was set
to 1 MHz.

B. Power Analysis

The power consumption was measured by Agilent DSO
7104A oscilloscope. How the oscilloscope is connected to the
Evariste board is shown in Figure 9.

The measured data were obtained by a simple C language
based application. For each encryption we obtained a power-
trace of 1000 samples. Powertraces of each used architecture
are shown in Appendix, in Figure 12.

The power analysis was done by a script written in MAT-
LAB. We analyzed the data using the DPA with correlation
coefficients [30]. Concerning power model, we use Hamming
distance between the value at the beginning of the 10th round
(STATE 9) and the ciphertext (STATE 10), as depicted in
Figure 10. The key was divided into bytes.

Figure 9. Diagram of connection of the oscilloscope

Figure 10. Diagram of the used power model

The key candidate choice was based on the most significant
change of the correlation in the correlation matrix. Correlation
plots of each architecture are made of 2000 powertraces and
they are shown in Appendix, in Figure 13.

C. Evaluation

As quantification of the DPA resistance we used the minimal
amount of power traces leading to the key candidate which
was the correct key for all bytes, hereinafter referred to as
minTraces.

For each variant of AES we collected 50 different sets of
power traces thus we obtained 50 minTraces for each variant.

V. RESULTS

The AES variants are compared by median of minTraces
and its interquartile range, because the standard deviation was
up to 20% of the mean and quantiles are less susceptible to



Table I
COMPARISON OF AES VARIANTS BASED ON MEDIAN AND

INTERQUARTILE RANGE OF minTraces

Architecture Median Interquartile range Difference from AES
AES 850 175 0%
AES-SPC 950 250 +12%
AES-HR-R 900 275 +6%
AES-HR-A 812 150 -4%
AES-TR-R 1025 250 +21%
AES-TR-A 1037 275 +22%

Figure 11. Box plot of minTraces of measured AES architectures

long-tailed distributions and outliers than means (as stated in
[36], pages 85–86).

The comparison of medians and interquartile ranges is
shown in Table I with following meaning of the abbreviations:

• AES: Standard AES module (reference design, Section
III-A)

• AES-SPC: SubBytes parity check (Section III-B)
• AES-HR-R: Space Redundancy at round level (Section

III-C)
• AES-HR-A: Space Redundancy at algorithm level (Sec-

tion III-D)
• AES-TR-R: Time Redundancy at round level (Section

III-E)
• AES-TR-A: Time Redundancy at algorithm level (Sec-

tion III-F)
As we can see, the differences between studied AES ar-

chitectures lie within the interquartile range, therefore the
results are statistically insignificant. Almost all architectures
show positive influence on DPA resistance. The overlap of the
interquartile ranges can be seen at the box plot in Figure 11.
In the following we discuss obtained results and we confront
them with our assumptions stated in Section III.

A. SubBytes Parity Check (AES-SPC)

This architecture made the design little less vulnerable to
DPA. This is probably caused by the parity checkers, which
act like a noise generator. Nevertheless, the influence is low.

B. Space Redundancy (AES-HR-R, AES-HR-A)

In this case the difference of minTraces is very low. The
algorithm level redundancy is the only architecture which
made the design less resistant. In case of the round level,
the resistance is a bit increased. This result is contrary to
our assumptions. On the other hand, the results are both very
similar to the original AES implementation, so it is hard to
make any conclusion.

C. Time Redundancy (AES-TR-R, AES-TR-A)

Despite our assumptions, the time redundancy proved to
have the highest influence on the DPA resistance of the mea-
sured architectures. The median of minTraces is on the edge
of interquartile range of the original AES implementation.
However, this result may have simple explanation: as long
as we obtained 1000 samples per a powertrace in all studied
architectures, in case of the time redundancy architectures the
sample resolution was three times lower. This could be the
cause of the minTraces increase.

VI. CONCLUSION

As we show in Section V, the measured fault-tolerant
architectures had minimal influence on resistance against DPA.
Most of the architectures even increased the resistance.

The parity check of SubBytes introduces noise and it
increases the resistance a bit. The space redundancy seems
to balance the noise and information increase. The time
redundancy shows the highest influence but it is based on
the longer duration of encryption and can be evaded by e.g.
attacking one third of the powertrace.

For our purposes of making a device fault-tolerant and
attack-resistant at the same time, these results proved that
we can use the studied fault-tolerant architectures without
making the device more vulnerable to DPA. The difference is
statistically insignificant and above that, it is usually positive.

These results are in contradiction with results of similar
studies mentioned in Section II [32] [33] [34]. Even though
this difference can be made by a slightly different focus of the
fault detection, it would be good to repeat the measurement
using another FPGAs to examine the possibility that the results
could differ across different FPGA platforms.

VII. FUTURE WORK

We plan to continue this research by measuring the influence
of another fault-tolerant architectures on power analysis resis-
tance. We also plan to repeat the measurement with various
FPGAs and make a comparison.

Another important problem when designing a device pro-
tected against faults and attacks is evaluation of reliability of
the currently used attack countermeasures.

While it is obvious that there is a close relation between
fault-tolerance and resistance against fault attacks, there are
differences between them. Fault-tolerance serves to keep de-
vice operational when a spontaneous defect is introduced,
while the resistance against fault attacks prevents an inten-
tional fault injection and any fault related information leakage.



We plan to examine the relation between those properties
closely.

As long as the overhead of both fault-tolerant and attack-
resistant architectures is high, we want to use the results of
this research to introduce new digital design architectures,
which will fulfill this dependability properties and decrease
the overhead.
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APPENDIX
ADDITIONAL PLOTS

(a) Powertrace of the basic AES implementation (b) Powertrace of the AES using SubBytes Parity Check

(c) Powertrace of the AES using Space Redundancy at Round level (d) Powertrace of the AES using Space Redundancy at Algorithm level

(e) Powertrace of the AES using Time Redundancy at Round level (f) Powertrace of the AES using Time Redundancy at Algorithm level

Figure 12. Powertraces of all Implemented Architectures



(a) Correlation plot of the basic AES implementation (b) Correlation plot of the AES using SubBytes Parity Check

(c) Correlation plot of the AES using Space Redundancy at Round level (d) Correlation plot of the AES using Space Redundancy at Algorithm level

(e) Correlation plot of the AES using Time Redundancy at Round level (f) Correlation plot of the AES using Time Redundancy at Algorithm level

Figure 13. Correlation plots of all Implemented Architectures


